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Abstract. Max-plus algebra is the structure that doesn't have an inverse of additive. Therefore, 
there exists an equation that doesn't have a solution. For example, equation 3⊕𝑥=2 has no 
solution because there is no 𝑥  such that max(3,𝑥) = 2.The max-plus will have an inverse 
element of addition if that structure is extended to the symmetrized max-plus algebra. The 
expansion into a larger system is the same as the expansion of the natural number into an 
integer number.This paper describes the necessary or sufficient condition of the eigenvalue of 
matrices over the symmetrized max-plus algebra using the linear balance systems A⊗x∇ b  
with ∇ as a balance relation. 

1. Introduction 
In the max-plus algebra ℝఌ, there is a linear equation system one of which form 𝐴 ⨂ 𝑥 ൌ 𝑏. Farlow 
stated that the greatest subsolution of linear system 𝐴 ⨂ 𝑥 ൌ 𝑏 is the largest vector 𝑥 such that 𝐴⨂𝑥 ൑
𝑏 denoted by 𝑥∗ሺ𝐴, 𝑏ሻ[1]. The greatest subsolution is not necessarily a solution of 𝐴 ⨂ 𝑥 ൌ 𝑏, so that 
the linear system does not necessarily have a solution. Therefore, the greatest subsolution is not a 
sufficient condition for the solution of a linear system over max-plus algebra. 

Each element in ℝఌ does not have an inverse of the ⊕, so it can not be defined as a determinant on 
max-plus algebra. Whereas, every element in the symmetrized max-plus algebra has an inverse to ⨁, 
so it can be defined as a determinant which can then be used in determining the solution of a linear 
system over the symmetrized max-plus algebra, especially for a square matrix.  

With the limitations in ℝఌ, which does not have an inverse element in ⊕, so ℝఌ extended into the 
set 𝕊  that divided into three parts, they are 𝕊⨁, 𝕊⊖ ,and 𝕊• . Thus, the linear systems over the 
symmetrized max-plus algebra do not have the equation form but the balanced form. Therefore, the 
linear systems over 𝕊 have the form 𝐴 ⊗ 𝑥∇𝑏 with 𝐴 ∈ 𝑀௠ൈ௡ሺ𝕊ሻ, 𝑏 ∈ 𝑀௠ൈଵሺ𝕊ሻ, 𝑥 ∈ 𝑀௡ൈଵሺ𝕊ሻ, and 
∇ as a balance relation. Furthermore, the linear system is called Linear Balance Systems. The purpose 
of this paper is to determinethe necessary or sufficient condition of the eigenvalue of matrices over the 
symmetrized max-plus algebra using the linear balance systems  A⊗x∇ b.  

In this paper, we will mainly concern linear balance systems over the symmetrized max-plus, 
especially the homogeneous linear systems. We show that the solution of linear balance systems on 
𝕊⨁ ∪ 𝕊⊖ ∪ 𝕊•  is given by the partitioned matrix. Some information about symmetrized max-plus 
algebra is given in section 2. In Section 3, we discuss the existence of the eigenvalue of matrices over 
the symmetrized max-plus algebra. The necessary or sufficient conditions of the linear balance 
systems over 𝕊 has a nontrivial solution is given in Section 3. 
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2. The Symmetrized Max-Plus Algebra 
Some basic facts about max-plus algebra and symmetrized max-plus algebra are given in this section 
based on [2-4], and [5]. Let ℝ denote the set of all real numbers and ℝఌ ൌ ℝ ∪ ∞ with 𝜀 ൌ െ∞ as the 
null element and 𝑒: ൌ  0 as the unit element. For all 𝑎, 𝑏 ∈ ℝఌ , the operations ⊕ and ⨂ are defined as 
follows: 

𝑎 ⊕ 𝑏 ൌ 𝑚𝑎𝑥ሺ𝑎, 𝑏ሻ and 𝑎 ⊗ 𝑏 ൌ 𝑎 ൅ 𝑏 
and then, ሺℝఌ,⊕,⊗ሻ is called the max-plus algebra. 

Definition 2.1. [1,2,6] 
Let 𝑢 ൌ ሺ𝑥, 𝑦ሻ, 𝑣 ൌ ሺ𝑤, 𝑧ሻ ∈ ℝఌ

ଶ. 
1) Two unary operators ⊖ and ሺ. ሻ• are defined as follows:⊖ 𝑢 ൌ ሺ𝑦, 𝑥ሻ and  𝑢• ൌ 𝑢 ⊖ 𝑢. 
2) An element 𝑢 is called balances with 𝑣, denoted by 𝑢∇𝑣, if 𝑥 ⊕ 𝑧 ൌ 𝑦 ⊕ 𝑤. 
3) A relation ℬ  is defined as follows : 

 ሺ𝑥, 𝑦ሻℬሺ𝑤, 𝑧ሻ if  ൜
ሺ𝑥, 𝑦ሻ∇ሺ𝑤, 𝑧ሻ𝑖𝑓𝑥 ് 𝑦𝑎𝑛𝑑𝑤 ് 𝑧

ሺ𝑥, 𝑦ሻ ൌ  ሺ𝑤, 𝑧ሻ, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
.  

According to De Schutter and De Moor, ℬ  is an equivalence relation based on [1] and [2]. 
Therefore, we can form a factor set 𝕊 = ൫ℝℰ

ଶ൯/ℬ. The structureሺ𝕊,⊕,⊗ሻis called the symmetrized 
max-plus algebra. The addition and multiplication operations on 𝕊 are given as follows: 

ሺ𝑎, 𝑏ሻതതതതതതത ⊕ ሺ𝑐, 𝑑ሻതതതതതതത ൌ  ሺ𝑎 ⊕ 𝑐, 𝑏 ⊕ 𝑑ሻതതതതതതതതതതതതതതതതതതത   and 
ሺ𝑎, 𝑏ሻതതതതതതത ⊗ ሺ𝑐, 𝑑ሻതതതതതതത ൌ  ሺ𝑎 ⊗ 𝑐 ⊕ 𝑏 ⊗ 𝑑, 𝑎 ⊗ 𝑑 ⊕ 𝑏 ⊗ 𝑐ሻതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതത 

for ሺ𝑎, 𝑏ሻതതതതതതത, ሺ𝑐, 𝑑ሻതതതതതതത ∈ 𝕊. The structure ሺ𝕊, ⊕, ⊗ሻ is semiring because of 𝕊 with ⊕ associative, 𝕊 with 
⊗ associative, and 𝕊 with ⊕ and⊗ satisfies the distributive properties [2]. 

Lemma 2.2. [1-3] 
Givenሺ𝕊,⊕,⊗ሻ be the symmetrized max-plus algebra. The following statements hold. 
1) The structure ሺ𝕊,⊕,⊗ሻsatisfies commutative. 
2) An element ሺ𝜀, 𝜀ሻതതതതതതത  is both a null element and an absorbent element. 
3) An element ሺ𝑒, 𝜀ሻതതതതതതത is a unit element. 
4) The structure ሺ𝕊,⊕,⊗ሻsatisfies idempotent of addition.   
The structure 𝕊 consists of three classes, that are : 
1) 𝕊⊕ ൌ  ൛ሺ𝑡, 𝜀ሻതതതതതതതห𝑡 ∈ ℝఌൟwithሺ𝑡, 𝜀ሻതതതതതതത  ൌ ൛ሺ𝑡, 𝑥ሻ ∈ ℝℰ

ଶห𝑥 ൏ 𝑡ൟ.  
2) 𝕊⊖ ൌ  ൛ሺ𝜀, 𝑡ሻതതതതതതതห𝑡 ∈ ℝఌൟwithሺ𝜀, 𝑡ሻതതതതതതത  ൌ ൛ሺ𝑥, 𝑡ሻ ∈ ℝℰ

ଶห𝑥 ൏ 𝑡ൟ. 
3) 𝕊• ൌ  ൛ሺ𝑡, 𝑡ሻതതതതതതห𝑡 ∈ ℝఌൟwithሺ𝑡, 𝑡ሻതതതതതത  ൌ ൛ሺ𝑡, 𝑡ሻ ∈ ℝℰ

ଶൟ. The elements of 𝕊• are called balanced. 
The set𝕊⊕is isomorphic with ℝఌ. Therefore, it is clear that for𝑎 ∈ ℝఌcan be shown withሺ𝑎, 𝜀ሻതതതതതതത ∈ 𝕊⊕. 
Furthermore, it is easily shown that for 𝑎 ∈ ℝఌ we have : 

1) 𝑎 ൌ ሺ𝑎, 𝜀ሻതതതതതതതwhereሺ𝑎, 𝜀ሻതതതതതതത ∈ 𝕊⊕. 
2) ⊖ 𝑎 ൌ⊝ ሺ𝑎, 𝜀ሻതതതതതതത ൌ⊝ ሺ𝑎, 𝜀ሻതതതതതതതതതതത ൌ ሺ𝜀, 𝑎ሻതതതതതതതwhereሺ𝜀, 𝑎ሻതതതതതതത ∈ 𝕊⊖. 
3) 𝑎• ൌ 𝑎 ⊖ 𝑎 ൌ ሺ𝑎, 𝜀ሻതതതതതതത ⊝ ሺ𝑎, 𝜀ሻതതതതതതത ൌ ሺ𝑎, 𝑎ሻതതതതതതത ∈ 𝕊•. 
Lemma 2.3. [1]   
Let 𝑎, 𝑏 ∈ ℝఌ. We have 𝑎 ⊖ 𝑏 ൌ ሺ𝑎, 𝑏ሻതതതതതതത . 
Lemma 2.4. [1]    
Let ሺ𝑎, 𝑏ሻതതതതതതത ∈ 𝕊 with 𝑎, 𝑏 ∈ ℝఌ. The following statements hold : 
1) If 𝑎 ൐ 𝑏 then ሺ𝑎, 𝑏ሻതതതതതതത ൌ ሺ𝑎, 𝜀ሻതതതതതതത. 
2) If  𝑎 ൏ 𝑏 then ሺ𝑎, 𝑏ሻതതതതതതത ൌ ሺ𝜀, 𝑏ሻതതതതതതത. 
3) If 𝑎 ൌ  𝑏 then  ሺ𝑎, 𝑏ሻതതതതതതത ൌ ሺ𝑎, 𝑎ሻതതതതതതത  or ሺ𝑎, 𝑏ሻതതതതതതത ൌ ሺ𝑏, 𝑏ሻതതതതതതത. 
Proof: 
1) Let 𝑎 ൐ 𝑏.We have that 𝑎⨁𝑏 ൌ 𝑎 or 𝑎⨁𝜀 ൌ 𝑎 ⊕ 𝑏. The result that ሺ𝑎, 𝑏ሻ∇ሺ𝑎, 𝜀ሻ.  

Its mean that  ሺ𝑎, 𝑏ሻℬሺ𝑎, 𝜀ሻ. Therefore ሺ𝑎, 𝑏ሻതതതതതതത ൌ  ሺ𝑎, 𝜀ሻതതതതതതത. 
2) Let 𝑎 ൏ 𝑏 and we have that 𝑎⨁𝑏 ൌ 𝑏 or 𝑎 ⊕ 𝑏 ൌ 𝑏⨁𝜀. The result that ሺ𝑎, 𝑏ሻ∇ሺ𝜀, 𝑏ሻ.  

Its mean that ሺ𝑎, 𝑏ሻℬሺ𝜀, 𝑏ሻ. Therefore  ሺ𝑎, 𝑏ሻതതതതതതത ൌ  ሺ𝜀, 𝑏ሻതതതതതതത. 
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3) Let𝑎 ൌ 𝑏and we have that 𝑎 ⊕ 𝑏 ൌ 𝑏⨁𝑎. Its mean thatሺ𝑎, 𝑏ሻ∇ሺ𝑎, 𝑎ሻ.  
So it follows that ሺ𝑎, 𝑏ሻℬሺ𝑎, 𝑎ሻ. Thus, ሺ𝑎, 𝑏ሻതതതതതതത ൌ  ሺ𝑎, 𝑎ሻതതതതതതത.  

Corollary 2.5. [1]    

For  𝑎, 𝑏 ∈ ℝఌ,𝑎 ⊖ 𝑏 ൌ  ቐ
𝑎 , 𝑖𝑓𝑎 ൐ 𝑏

⊖ 𝑏, 𝑖𝑓𝑎 ൏ 𝑏
𝑎•, 𝑖𝑓𝑎 ൌ 𝑏

  

Given 𝕊 be the symmetrized max-plus algebra, a positive integer 𝑛 and 𝑀௡ሺ𝕊ሻ be the set of all 
𝑛 ൈ 𝑛  matrices over 𝕊. Operations ⨁ and ⊗ for matrix over the symmetrized max-plus algebra are 

given as follows :𝐶 ൌ 𝐴 ⊕ 𝐵 ⟹ 𝑐௜௝ ൌ 𝑎௜௝⨁𝑏௜௝   and  𝐶 ൌ 𝐴⨂𝐵 ⟹ 𝑐௜௝ ൌ ⊕
𝑙

𝑎௜௟⨂𝑏௟௝. 

The 𝑛𝑥𝑛 zero matrices over 𝕊 is 𝜀௡ with ሺ𝜀௡ሻ௜௝ ൌ 𝜀 and an 𝑛𝑥𝑛 identity matrix over 𝕊 is 𝐸௡ with 

ሺ𝐸௡ሻ௜௝ ൌ ൜
𝑒 , 𝑖𝑓𝑖 ൌ 𝑗
𝜀 , 𝑖𝑓𝑖 ് 𝑗 

Definition 2.6. 
The matrix 𝐴 ∈ 𝑀௡ሺ𝕊ሻ is invertible of 𝕊 if  𝐴 ⊗ 𝐵∇𝐸௡ and 𝐵 ⊗ 𝐴∇𝐸௡ for any 𝐵 ∈ 𝑀௡ሺ𝕊ሻ. 
The properties of balance relation, i.e. the operator ∇, are given in the following lemma. 
Lemma 2.7. [2,7] 

1. For all 𝑎, 𝑏, 𝑐 ∈ 𝕊, 𝑎 ⊝ 𝑐∇𝑏 if and only if 𝑎∇𝑏 ⊕ 𝑐. 
2. For all 𝑎, 𝑏 ∈ 𝕊⊕ ∪ 𝕊⊖, 𝑎∇𝑏 ⇒ 𝑎 ൌ 𝑏. 

Let 𝐴 ∈ 𝑀௡ሺ𝕊ሻ. The homogeneous linear balance systems 𝐴 ⊗ 𝑥∇𝜀௡ൈଵ has a nontrivial solution in 
𝕊⊕ or 𝕊⊖ if and only if det ሺ𝐴ሻ ∇𝜀௡ൈଵ. 

3. Main Results 
Poplin stated that the existence and uniqueness of a solution of the linear balance systems for a square 
matrix over the symmetrized max-plus algebra 𝕊⊕ ∪ 𝕊⊖ can be solved by Cramer's rule [6]. Solution 
with Cramer's rule can be done because every element of the symmetrized max-plus algebra is 
invertible on ⊕ so it can be defined as a determinant of a matrix. The relation between determinant 
and an adjoint matrix is given in the following lemma. 

Lemma 3.1. 
Let the symmetrized max-plus algebraሺ𝕊,⊕,⊗ሻ  with 𝜀 as the null element, 𝑒 as the unit element, a 
positive integer 𝑛, and 𝐴 ∈ 𝑀௡ሺ𝕊ሻ. Then the following statement holds: 

detሺ𝐴ሻ ⊗ 𝐸௡∇A ⊗ adjሺAሻ∇ adjሺAሻ ⊗ A. 
Poplin stated that if 𝐴 ∈ 𝑀௡ሺ𝕊ሻand 𝑏 ∈ 𝑀௡ൈଵሺ𝕊ሻ then every solution on 𝕊⊕ ∪ 𝕊⊖ from 𝐴 ⊗ 𝑥∇𝑏  

consistent of detሺ𝐴ሻ ⊗ 𝑥∇ adjሺAሻ ⊗ b [6]. Poplin's statement can be explained as follows. According 
to Lemma 3.1., for 𝐴 ∈ 𝑀௡ሺ𝕊ሻ, detሺ𝐴ሻ ⊗ 𝐸௡∇adjሺAሻ ⊗ A, by the linear balance systems 𝐴 ⊗ 𝑥∇𝑏, so 
ሺdetሺ𝐴ሻ ⊗ 𝐸௡ሻ ⊗ x ∇ሺadjሺAሻ ⊗ Aሻ ⊗ x.  

Furthermore, detሺ𝐴ሻ ⊗ ሺ𝐸௡ ⊗ xሻ ∇ adjሺAሻ ⊗ ሺA ⊗ xሻ . Obtainable, detሺ𝐴ሻ ⊗ x ∇ adjሺAሻ ⊗ b . 
Poplin stated that if it is assumed adjሺAሻ ⊗ b has an entry of 𝕊⊕ ∪ 𝕊⊖ and det A has an inverse, then 
a solution of Cramer's rule  𝑥௕ ൌ  ሺdet 𝐴ሻ⊗ିଵ ⊗ 𝑎𝑑𝑗ሺ𝐴ሻ ⊗ 𝑏  is a unique solution with 𝑥 ∈ 𝕊⊕ ∪
𝕊⊖[6]. While De Schutter and De Moor stated that the homogeneous linear balance systems 𝐴 ⊗
𝑥∇𝜀௡ൈଵ with 𝐴 ∈ 𝑀௡ሺ𝕊ሻ has a nontrivial solution in 𝕊⊕ ∪ 𝕊⊖ if and only if det 𝐴 ∇𝜀 [2]. De Schutter, 
De Moor, and Poplin stated that the given linear balance systems have a solution of 𝕊⊕ ∪ 𝕊⊖ ([2],[6]). 
While in this paper, we expand the solution of linear balance systems that on 𝕊⊕ ∪ 𝕊⊖ ∪ 𝕊•. A matrix 
𝐴 can be partitioned by rows and columns, as in the following definition. 

Definition 3.2. 
Let 𝐴 ∈ 𝑀௡ሺ𝕊ሻ. Partitions of the matrix 𝐴 are defined as follows: 
1) 𝐴ሺ௡,௡ሻ is the ሺ𝑛 െ 1ሻ ൈ ሺ𝑛 െ 1ሻ matrix obtained by deleting the 𝑛-th row and the 𝑛-th column of 

𝐴. 
2) 𝐴ሾ௡,௡ሻ is a matrix obtained from the 𝑛-th row but is not located on the 𝑛-th column of 𝐴. 



3) 𝐴ሺ௡,௡ሿ is a matrix obtained from the 𝑛-th column but is not located on the 𝑛-th row of 𝐴. 
The following example illustrates Definition 3.2. 
Example 3.3.  

Let 𝐴 ൌ ቎

𝑎ଵଵ 𝑎ଵଶ 𝑎ଵଷ
𝑎ଶଵ 𝑎ଶଶ 𝑎ଶଷ
𝑎ଷଵ 𝑎ଷଶ 𝑎ଷଷ
𝑎ସଵ 𝑎ସଶ 𝑎ସଷ

቏. We have, 

𝐴ሾଷ,ଶሻ ൌ ሺ𝑎ଷଵ 𝑎ଷଷሻ, 𝐴ሾଵ,ଶሻ ൌ ሺ𝑎ଵଵ 𝑎ଵଷሻ, 𝐴ሺସ,ଶሻ ൌ ൭
𝑎ଵଵ 𝑎ଵଷ
𝑎ଶଵ 𝑎ଶଷ
𝑎ଷଵ 𝑎ଷଷ

൱ , and 𝐴ሺଶ,ଵሿ ൌ ൭
𝑎ଵଵ
𝑎ଷଵ
𝑎ସଵ

൱. 

Lemma 3.4. [4] 
For 𝑎 ∈ 𝕊 , 𝑥, 𝑏, 𝑑 ∈ 𝑀௡ൈଵሺ𝕊ሻ, and 𝐶 ∈ 𝑀௡ൈ௡ሺ𝕊ሻ, we have this statement:if 𝑎 ⊗ 𝑥∇ b  and 𝐶 ⊗
𝑥∇ d then 𝐶 ⊗ 𝑏∇𝑎 ⊗ 𝑑. 
Each element of the symmetrized max-plus algebra has an inverse to ⊗, so it can be defined as the 

determinant of a matrix over the symmetrized max-plus algebra. The determinant of a matrix over the 
symmetrized max-plus algebra can be expressed as a determinant of the partition of the matrix, as in 
the following lemma. 

Lemma 3.5. [4]  
For a matrix 𝐴 ∈ 𝑀௡ሺ𝕊ሻ 

detሺ𝐴ሻ ൌ 𝑑𝑒𝑡 ቆ
𝐴ሺ௡,௡ሻ 𝐴ሺ௡,௡ሿ

𝐴ሾ௡,௡ሻ 𝑎௡௡
ቇ ൌ 𝑑𝑒𝑡൫𝐴ሺ௡,௡ሻ൯ ⊗ 𝑎௡௡ ⊝ 𝐴ሾ௡,௡ሻ ⊗ 𝑎𝑑𝑗ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝐴ሺ௡,௡ሿ 

Consequently, the solution of linear balance systems 𝐴 ⊗ 𝑥∇ b can be developed for a square 
matrix 𝐴 as in Theorem 3.6. 

Theorem 3.6. 
Given𝐴 ∈ 𝑀௡ሺ𝕊ሻ, 𝑏 ∈ 𝑀௡ൈଵሺ𝕊ሻ. A solution𝑥 ∈ 𝑀௡ൈଵሺ𝕊ሻ  of 𝐴 ⊗ 𝑥∇ b satisfies 

det ሺ𝐴ሻ ⊗ 𝑥∇ adjሺAሻ ⊗ 𝑏 
Proof: 

Suppose 𝐴 ൌ ቆ
𝐴ሺ௡,௡ሻ 𝐴ሺ௡,௡ሿ

𝐴ሾ௡,௡ሻ 𝑎௡௡
ቇ , 𝑥 ൌ  ቀ

𝑥ଵ
𝑥ଶ

ቁ,  and 𝑏 ൌ  ൬
𝑏ଵ
𝑏ଶ

൰ , with  𝐴ሺ௡,௡ሻ  is a ሺ𝑛 െ 1ሻ ൈ ሺ𝑛 െ 1ሻ 

matrix, 𝐴ሾ௡,௡ሻ is a  1 ൈ ሺ𝑛 െ 1ሻ matrix, and 𝑥ଵ, 𝑏ଵ  is a ሺ𝑛 െ 1ሻ ൈ 1 matrix. Consequently, for the 
linear balance systems 𝐴 ⊗ 𝑥∇ b we have 

𝐴ሺ௡,௡ሻ ⊗ 𝑥ଵ ⊕ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ∇bଵ       (1) 
and 

𝐴ሾ௡,௡ሻ ⊗ 𝑥ଵ ⊕ 𝑎௡௡ ⊗ 𝑥ଶ∇bଶ                                                (2) 
From (1), we have 𝐴ሺ௡,௡ሻ ⊗ 𝑥ଵ∇bଵ ⊖ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ . According to Lemma 3.1. we have 

det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝐸௡ିଵ∇ adj ൫𝐴ሺ௡.௡ሻ൯ ⊗ 𝐴ሺ௡,௡ሻ. Consequently  

det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑥ଵ∇ adj ൫𝐴ሺ௡.௡ሻ൯ ⊗ 𝐴ሺ௡,௡ሻ ⊗ 𝑥ଵ. 
We have 

det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑥ଵ∇ adj ൫𝐴ሺ௡.௡ሻ൯ ⊗ bଵ ⊖ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ.  (3)     
We conclude from (2) that 

𝐴ሾ௡,௡ሻ ⊗ 𝑥ଵ∇bଶ ⊖ 𝑎௡௡ ⊗ 𝑥ଶ  (4)    
According to Lemma 3.4., the form (3) and the form (4), we have 

𝐴ሾ௡,௡ሻ ⊗ 𝑎𝑑𝑗ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑏ଵ ⊖ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ∇det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑏ଶ ⊖ 𝑎௡௡ ⊗ 𝑥ଶ. 
Consequently, 
det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑎௡௡ ⊖ 𝐴ሾ௡,௡ሻ ⊗ 𝑎𝑑𝑗ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ∇det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑏ଶ ⊖ 𝐴ሾ௡,௡ሻ ⊗
𝑎𝑑𝑗ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑏ଵ        (5) 
According to Lemma 3.5. and the form (5), we have 



𝑑𝑒𝑡 ቆ
𝐴ሺ௡,௡ሻ 𝐴ሺ௡,௡ሿ

𝐴ሾ௡,௡ሻ 𝑎௡௡
ቇ ⊗ 𝑥ଶ∇𝑑𝑒𝑡 ቆ

𝐴ሺ௡,௡ሻ 𝑏ଵ

𝐴ሾ௡,௡ሻ 𝑏ଶ
ቇ ൌ ൫𝑎𝑑𝑗ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑏൯

ଶ
 

Finally, that det ሺ𝐴ሻ ⊗ 𝑥∇ adjሺAሻ ⊗ 𝑏. This completes the proof. 
The next example shows determining the solution of the linear balance systems. 
Example 3.7. 

Let A ⊗ 𝑥∇𝑏 with 𝐴 ൌ ൬
1 ⊖ 3

⊝ 2 2• ൰, and𝑏 ൌ ቀ
2

⊝ 5ቁ. We have detሺ𝐴ሻ ൌ⊖ 5, 

ሺ𝑎𝑑𝑗ሺ𝐴ሻ⨂𝑏ሻଵ ൌ 𝑑𝑒𝑡 ൬
2 ⊝ 3

⊝ 5 2• ൰ ൌ⊖ 8, and ሺ𝑎𝑑𝑗ሺ𝐴ሻ⨂𝑏ሻଶ ൌ 𝑑𝑒𝑡 ൬
1 ⊝ 2

⊝ 2 ⊝ 5൰ ൌ⊖ 6. 

According to Lemma 3.4., we have det ሺ𝐴ሻ ⊗ 𝑥∇ adjሺAሻ ⊗ 𝑏. In fact,⊖ 5 ⊗ 𝑥∇ ቀ
8
6ቁ. We have 

𝑥∇ ቀ
3
1ቁ. The value 𝑥 satisfying 𝐴 ⊗ 𝑥∇ b  is an element of 𝕊. This can be is indicated by taking 

𝑥 ൌ ቀ
3
2•ቁ. We have ൬

1 ⊖ 3
⊝ 2 2• ൰ ⊗ ቀ

3
2•ቁ ൌ ቀ

5•

⊖ 5ቁ ∇ ቀ
2

⊖ 5ቁ. 

Furthermore, we will discuss the existence of eigenvalues of a matrix over the symmetrized max-
plus algebra. The necessary and sufficient conditions of the linear balance systems over 𝕊  has a 
nontrivial solution, as stated in the following theorem. 

Theorem 3.8. 
Given𝐴 ∈ 𝑀௡ሺ𝕊ሻ. The linear balance systems 𝐴 ⊗ 𝑥∇ε୬ൈଵ has a nontrivial solution in 𝕊 if and 
only if det ሺ𝐴ሻ ∇ε. 
Proof: 

ሺ⟹ሻ Suppose𝐴 ൌ ቆ
𝐴ሺ௡,௡ሻ 𝐴ሺ௡,௡ሿ

𝐴ሾ௡,௡ሻ 𝑎௡௡
ቇ, 𝑥 ൌ  ቀ

𝑥ଵ
𝑥ଶ

ቁ, and 𝜀 ൌ  ቀ
𝜀ଵ
𝜀ଶ

ቁ. From the linear balance systems 

𝐴 ⊗ 𝑥∇ε୬ൈଵ , we have 
𝐴ሺ௡,௡ሻ ⊗ 𝑥ଵ ⊕ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ∇εଵ                                (6) 

and 
𝐴ሾ௡,௡ሻ ⊗ 𝑥ଵ ⊕ 𝑎௡௡ ⊗ 𝑥ଶ∇εଶ                          (7) 

From (6) we have 𝐴ሺ௡,௡ሻ ⊗ 𝑥ଵ∇ ⊖ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ.   
According to Theorem 3.6., we have 

det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑥ଵ∇ ⊖ adj ൫𝐴ሺ௡.௡ሻ൯ ⊗ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ        (8)  
From (7) we have 

𝐴ሾ௡,௡ሻ ⊗ 𝑥ଵ∇ ⊖ 𝑎௡௡ ⊗ 𝑥ଶ       (9)  
According to Lemma 3.4., from (8) and (9) we have 

𝐴ሾ௡,௡ሻ ⊗⊖ adj ൫𝐴ሺ௡.௡ሻ൯ ⊗ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ∇ ⊖ 𝑎௡௡ ⊗ 𝑥ଶ ⊗ det ሺ𝐴ሺ௡,௡ሻሻ 
The result is 

det ሺ𝐴ሺ௡,௡ሻሻ ⊗ 𝑎௡௡ ⊖ 𝐴ሾ௡,௡ሻ ⊗ adj ൫𝐴ሺ௡.௡ሻ൯ ⊗ 𝐴ሺ௡,௡ሿ ⊗ 𝑥ଶ∇ε       (10) 
Now, according to Lemma 3.5., from (10) we have 

𝑑𝑒𝑡 ቆ
𝐴ሺ௡,௡ሻ 𝐴ሺ௡,௡ሿ

𝐴ሾ௡,௡ሻ 𝑎௡௡
ቇ ⊗ 𝑥ଶ∇ε    (11) 

Let 𝑥 is a nontrivial solution, it means that 𝑥 is not balance with ε, and because of 𝑥 ൌ  ቀ
𝑥ଵ
𝑥ଶ

ቁ, 

without loss of generality, we can be assume that 𝑥ଶ is not balance with ε. As a result of (11) we 
have det ሺ𝐴ሻ∇ε . 
ሺ⟸ሻSuppose 𝐴 ⊗ 𝑥∇ε has only the trivial solution, which is x∇ε. As a result, the reduced echelon 
form of a matrix 𝐴 does not have a row that balance with ε, so 𝑟𝑎𝑛𝑘ሺ𝐴ሻ ൌ 𝑛. This means that the 
matrix 𝐴  is invertible, so 𝑑𝑒𝑡ሺ𝐴ሻ  is not in balance with ε . The result shows that there is a 
contradiction with the previous result. Thus, the linear balance systems 𝐴 ⊗ 𝑥∇ε  has a nontrivial 
solution. 
The eigenvalues of a matrix in the symmetrized max-plus algebra are defined as follows. 



Definition 3.9. 
Let 𝐴 ∈ 𝑀௡ሺ𝕊ሻ. 𝜆 ∈ 𝕊 is called eigenvalues of 𝐴 if there is 𝑣 ∈ 𝑀௡ൈଵሺ𝕊ሻ, 𝑣 is not in balance with 
ε୬ൈଵ  such that 𝐴 ⊗ 𝑣∇𝜆 ⊗ 𝑣. The vector 𝑣 is called the eigenvectors of 𝐴 corresponding to 𝜆. 
Furthermore, the characteristics form of a matrix in the symmetrized max-plus algebra is given in 

Definition3.10. 
Definition 3.10. [2] 
Let 𝐴 ∈ 𝑀௡ሺ𝕊ሻ. The characteristic form of A is defined as det ሺ𝐴 ⊖ 𝜆 ⊗ 𝐸௡ሻ ∇ε .   
According to Theorem 3.8. and Definition 3.10, the following necessary and sufficient conditions 

developed eigenvalues of a matrix in the symmetrized max-plus algebra. 
Theorem 3.11. 
Let𝐴 ∈ 𝑀௡ሺ𝕊ሻ. Scalar 𝜆 ∈ 𝕊  is an eigenvalue of 𝐴 if and only if 𝜆satisfies the characteristic form 
det ሺ𝐴 ⊖ 𝜆 ⊗ 𝐸௡ ሻ∇ε. 
Proof: 
ሺ⟹ሻSince𝜆 ∈ 𝕊 is an eigenvalue of 𝐴, from Definition 3.9., for 𝐴 ⊗ 𝑣∇𝜆 ⊗ 𝑣, we have that 𝐴 ⊗
𝑣∇𝜆 ⊗ 𝐸௡ ⊗ 𝑣, or 𝜆 ⊗ 𝐸௡ ⊗ 𝑣∇𝐴 ⊗ 𝑣. Consequently, (𝜆 ⊗ 𝐸௡ ⊗ 𝑣 ⊖ 𝐴 ⊗ 𝑣 ሻ∇ε, so we have 
(𝜆 ⊗ 𝐸௡ ⊖ 𝐴ሻ ⊗ 𝑣∇ε. Consequently, according to Theorem 3.8., we have det ሺ𝐴 ⊖ 𝜆 ⊗ 𝐸௡ ሻ∇ε . 
ሺ⟸ሻSince𝜆 satisfies the characteristic form det ሺ𝐴 ⊖ 𝜆 ⊗ 𝐸௡ ሻ∇ε, so according to Theorem 3.8., 
there exists the linear balance systemsሺ𝐴 ⊖ 𝜆 ⊗ 𝐸௡ ሻ ⊗ 𝑣∇ε୬ൈଵ that have a nontrivial solution in 
𝕊. Consequently 𝐴 ⊗ 𝑣∇𝜆 ⊗ 𝑣, so according to Definition 3.9., 𝜆 ∈ 𝕊 is an eigenvalue for 𝐴.  
For an invertible matrix, we can show that ε  is not an eigenvalue, and conversely, as discussed on 

Lemma 3.12. 
Lemma 3.12. 
A matrix 𝐴 ∈ 𝑀௡ሺ𝕊ሻ is invertible if and only if ε is not an eigenvalue for 𝐴. 
Proof: 
ሺ⟹ሻ Consider 𝐴 is an invertible matrix. Assume that ε is an eigenvalue for 𝐴, then 𝐴 ⊗ 𝑣∇ε ⊗ 𝑣. 
Consequently, 𝐴 ⊗ 𝑣∇ε. According to Theorem 3.8., det ሺ𝐴ሻ ∇ε, so, we have 𝐴 is not an invertible 
matrix, and show that this leads to a contradiction. Thus ε is not an eigenvalue for 𝐴. 
ሺ⟸ሻ  Proof by contrapositive. Since 𝐴  is not an invertible matrix, consequently det ሺ𝐴ሻ ∇ε . 
Furthermore, according to Theorem 3.8., because det ሺ𝐴ሻ ∇ε so the linear balance systems 𝐴 ⊗
𝑣 ∇ε୬ൈଵ has a nontrivial solution, or, equivalently 𝐴 ⊗ 𝑣 ∇ε ⊗ 𝑣. Thus ε  is an eigenvalue for 𝐴. 
This completes the proof. 
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