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Abstract. Max-plus algebra is the structure that doesn't have an inverse of additive. Therefore,
there exists an equation that doesn't have a solution. For example, equation 3@x=2 has no
solution because there is no x such that max(3,x) = 2.The max-plus will have an inverse
element of addition if that structure is extended to the symmetrized max-plus algebra. The
expansion into a larger system is the same as the expansion of the natural number into an
integer number.This paper describes the necessary or sufficient condition of the eigenvalue of
matrices over the symmetrized max-plus algebra using the linear balance systems A®xV b
with V as a balance relation.

1. Introduction

In the max-plus algebra R, there is a linear equation system one of which form A @ x = b. Farlow
stated that the greatest subsolution of linear system A ® x = b is the largest vector x such that AQx <
b denoted by x*(4, b)[1]. The greatest subsolution is not necessarily a solution of A ® x = b. so that
the linear system does not necessarily have a solution. Therefore, the greatest subsolution is not a
sufficient condition for the solution of a linear system over max-plus algebra.

Each element in R, does not have an inverse of the €, so it can not be defined as a determinant on
max-plus algebra. Whereas, every element in the symmetrized max-plus algebra has an inverse to @,
50 it can be defined as a determinant which can then be used in determining the solution of a linear
system over the symmetrized max -plus algebra, especially for a square matrix.

With the limitations in R,, which does not have an inverse element in B, so R, extended into the
set § that divided into three parts, they are s® s° and §*. Thus, the linear systems over the
symmetrized max-plus algebra do not have the equation form but the balanced form. Therefore, the
linear systems over § have the form A @ xVb with A € M, ,(S), b € M;,151(S), x € M1 (S), and
V as a balance relation. Furthermore, the linear system is called Linearff§alance Systems. The purpose
of this paper is to determinethe necessary or sufficient condition of the eigenvalue of matrices over the
symmetrized max-plus algebra using the linear balance systems A®xV b.

In this paper. we will mainly concemn linear balance systems over the symmetrized max-plus,
especially the homogeneous linear systems. We show that the solution of linear balance systems on
seuUSOuUS is given by the partitioned matrix. Some information abfit symmetrized max-plus
algebra is given in section 2. In Section 3, we discuss the existence of the eigenvalue of matrices over
the symmetrized max-plus algebra. The necessary or sufficient conditions of the linear balance
systems over § has a nontrivial solution is given in Section 3.
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2. The Symmetrized MEKk-Plus Algebra
Some basic facts about max-plus algebra and symmetrized max-plus algebra are given in this section
based on [2-4], and [5]. Let R denote the set of all real numbers and R, = F U o with £ = —o0 as the
null element and e: = 0 as the unit element. For all a, b € . , the operations € and @ are defined as
follows:
a@Pb=max(a,b)anda@b=a+b

and then, (R,,@,®) is called the max-plus algebra.

Definition 2.1. [1.2.6]

Letu = (x,y),v = (w,z) € R,

1) Two unary operators & and (.)* are defined as follows:©O u = (y,x) and ©* =u 8 u.

2) An element u [fj called balances with v, denoted by uVv,ifx @ z=y @ w.

3) A relation % 1is defined as follows :

_ . (¢, )V (w, 2)ifx + yandw # z
(. )% (W, 2) if { (x,y) = (w, z),otherwise

According to De Schutter and De Moor, # ifhn equivalence relation based on [1] and [2].
Therefore, we can form a factor set § = (Ré)/ﬂ The structure(S,PB,®)is called the symmetrized
max-plus algebra. The addition and multiplication operations on § are given as follows:

(a,b) B (c,d)= (aP c,bPd) and

- @hHRCd= aRcOIRdiQABIRO)
for (a, b), (c,d) € S. The structure (S, @, ®) is semiring because of § with @ associative, S with
& associative, and § with @ and@® satisfies the distributive properties [2].

Lemma 2.2, [1-3]

Given(S,B,&) be the symmetrized max-plus algebra. The following statements hold.

1) The structure (8,®, R )satisfies commutative.

2) An element (&, £) is both a null element and an absorbent element.

3) An element (e, £) is a unit element.

4) The structure (S,P,® )satisfies idempotent of addition.

The structure § consists of three classes, that are :

1) S® = {(t, o) |t € R}with(t,e) ={(t,x) € RE|x < t}.

2)$9 = {(,t)|t € R Jwith(e t) ={(x,t) € RE|x < t}.

38 = {mlt € Rs}withm = {(t,t} € Ré} The elements of §* are called balanced.
The setSPis isomorphic with R,. Therefore, it is clear that fora € Rgcan be shown with(a, £) € §P.
Furthermore, it is easily shown that for a € R, we have :

) a=(a¢e)where(a, ) € $9.

2)0a=01(a ) =0 (a ¢) = (¢, a)where(s, a) € §°.

Ha'=aBa=(acs)O(ac)=(aa) €S

Lemma 2.3. [1]

Leta,b € B,. Wehavea © b = (a,b) .

Lemma 2.4.[1]

Let (a,b) € S with a, b € 7. The following statements hold :

1)If a > b then (a,b) = (q, £).

2)If a < b then (a,b) = (& b).

3 Ifa = bthen (a,b) = (a,a) or(a b) =(b,b).

Proof:

1) Let a > b.We have that a®b = a or a@®e = a @ b. The result that (a, b)V(aq, £).

Its mean that (a, b)%(a, ). Therefore (a,b) = (a, £).
2) Let a < b and we have that a®@b = b ora @ b = b®e. The result that (a, b)V(g, b).
Its mean that (a, b) % (g, b). Therefore (a, b) = (&, b).

[¥]
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3) Leta = band we have that a @ b = b@a. Its mean that(a, b)V(a, a).
So it follows that (a, b)%8(a, a). Thus, (a,b) = (a,a
Corollary 2.5.[1]

—

a,ifa>b
For a,b E R, a© b= {©b,ifa<h
a’,ifa=h

Given § be the symmetrized max-plus algebra, a positiveinteger n and M,,(S) be the set of all
1 X n matrices over §. Operations @ and & for matrix over the symmetrized max-plus algebra are
given as follows :C = A @ B = ¢;; = a;j@b;; and € = A®B = ¢;; = e?au®bu.
The nxn zero matrices over S is &, with (£,);; = £ and an nxn identity matrix over § is E, with
e,ifi=]
(Eny = [s Jifi % ]
Definition 2.6.
The matrix A € M,,(S) is invertible of S if A @ BVE,, and B @ AVE,, forany B € M,(S).
The properties of balance relation, ie. the operator V, are given in the following lemma.
Lemma 2.7. [2.7]
I)Foralla,b,c €S, a © cVbifand only if aVh @ c.
2)Foralla,b € SPUS® aVh = a=b.
Let A € M,,(S). The homogeneous linear balance systems A ® xVe,,; has a nontrivial solution in
S® or $° if and only if det (A) V.

3. Main Results

Poplin stated that the existence and uniqueness of a solution of the linear balance systems for a square
matrix over the symmetrized max-plus algebra §® U § cafdbe solved by Cramer's rule [6]. Solution
with Cramer's rule can be done because every element of the symmetrized max-plus algebra is
invertible on € so it can be deffed as a determinant of a matrix. The relation between determinant
and an adjoint matrix is given in the following lemma.

Lerfina 3.1.

Let the symmetrized max-plus algebra(§,@,®) with & as the null element, e as the unit element, a

positive integer n, and A € M, (S). Then the following statement holds:

det(4) ® E,VA ® adj(A)V adj(A) @ A.

Poplin stated that if A € M,,(S)and b € M,,,.; (S) then every solution on S® U $O from A @ xVb
consistent of det(4) @ xV adj(A) @ b [6]. Poplin's statement can be explained as follows. According
to Lemma 3.1., for A € M,,(S), det(4) ® E,Vadj(A) ® A, by the linear balance systems A ® xVb, so
(det(4) ® E,) @ xV(adj(A) @ A) @ x.

Furthermore, det(4) @ (E, ® x) Vadj(A) ® (A ® x) . Obtainable, det(4) ® xVadj(A) ®b.
Poplin stated that if it is assumed adj(A) @ b has an entry of SP U §© and det A has an inverse, then
a solution of Cramer's rule x? = (det4)® 1 ® adj(4) ® b is a unique solution with x € $® U
$©[6]. While De Schutter and De Moor stated that the homogeneous linear balance systems A @
XVepsq with A € M, (S) has a nontrivial solution in $% U $© if and only if det 4 Ve [2]. De Schutter,
De Moor, and Poplin stated that the given linear balance systems have a solution of §®ysS ([2].[6]).
While in this paper, we expand the solution of linear balance systems that on $® U §2 U §*. A matrix
A can be partitioned by rows and columns, as in the following definition.

Definition 3.2.

Let A € M,,(S). Partitions of the matrix A are defined as follows:

1) Atnny is the (n — 1) x (n — 1) matrix obtained by deleting the n-th row and the n-th column of
A

2) Apyn) is a matrix obtained from the n-th row but is not located on the n-th column of 4.
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3) A(n,n] 1s a matrix obtained from the n-th column but is not located on the n-th row of A.

The following example illustrates Definition 3.2.
Example 3.3.

11 dip Oz

Qzy Oz Uz
LetA = . We have,

az1  d3zz d3g

Qg1 A4z U4z

11 A3 11
Az = (M21 (33), Az = (M1 013), Az = (au 6123) ;and Az ) = (6131).
Gz, Q33 Qa1
Lemma 3.4. [4]
Fora € $,x,b,d € M,,,1(S), and C € M,,,,,(S), we have this statement:ifa @ xVb and C ®
xVdthen C ® bVa ® d.
Each element of the symmetrized max-plus algebra has an inverse to &, so it can be defined as e
determinant of a matrix over the symmetrized max-plus algebra. The determinant of a matrix over the
symmetrized max-plus algebra can be expressed as a determinant of the partition of the matrix, as in

the following lemma.
Lemma 3.5. [4]

For a matrix A € Mnﬁz
Afn)  Amn) ]
det(4) = det A a = det (A(n,n)) Q@ ann © Amn) @ adj(Amn)) @ Amn)
[nn) nn

Consequently, the solution of linear balance systems A @ xV b can be developed for a square
matrix A as in Theorem 3.6.
Theorem 3.6.
GivenA € M, (8),b € M,;,,1(S). A solutionx € M, (S) of A ® xV b satisfies
det (A) @ xVadj(A) @b
Proof:

Amn) Amn)

- — — (*1) . _ (M : o
Suppose A = (A[n,n) . ),x = (Xz) and b = (52), with Appyyisa(n—1)xn-1)

matrix, A py is a1 X (n — 1) matrix, and x1,b; is a (n — 1) X 1 matrix. Consequently, for the
linear balance systems A @ xV b we have
Ay @ x1 B A & x, Vb, (D
and
Ay @ x1 B ay, ® x,Vb, (2)
From (1), we have A(n,n)ﬁ’ Vb © Ay ® x; . According to Lemma 3.1. we have
det (A ) & £,V adj (Am) ® Ay - Consequently
det (Agmn)) @ %,V adj (A(n.n)) @ Amn) ® x1.
We have
det (Amn)) @ x,V adj (A(n.n)) @b ©Ann @ xz. (3)
We conclude from (2) that
Ann) ® x1Vby © ann @ x3 (4
According tofffemma 3.4., the form (3) and the form (4), we have
Amn) @ adj(Amn)) @ by © A Q xpVdet (Amn) @ b, © an @ x3.
ConfBquently,
det (Amn)) ® ann © Ay ® adj(Amn) @ Amn) ® x2Vdet (Agny) @ by © Ay @
adj(Amn)) ® by 5
According to Lemma 3.5. and the form (5), we have
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A A A b
(mn) (n,n] (n,n) 1 .

det 2Vdet = (adj(A b
e (A[n,n) ann )® X2 e (A[n,n) bg) ( J'( (n,n)) ® )2
Finally, that det (4) @ xV adj(A) & b. This completes the proof.
The next example shows determining the solution of the linear balance systems.
Example 3.7.

. (1 63\, _ 2 ) _
Let A ® xVb with A = (9 M ) andb = (9 5 )- We have det(4) =©'5,
. _ 2 03 _ . . _ 1 e2_

(adj(A)®Db), = det (@ 5 o ) =6 8, and (adj (A)®b), = det (@ 2 © S) =96.
According to Lemma 3.4., we have det (4) ® xV adj(A) @ b. In fact, 55 ® xV (g) We have

xV 3 . The value x satistying A @ xV b is an element of §. This can be is indicated by takin
1 ying y g
_r3 . 1 63 3y _r 5 2
x= (2')'We have (ez 2° )‘8’(2')— (9 s)v(e 5)

Furthermore, we will discuss the existence of eigenvalues of a matrix over the symmetrized max-
plus algebra. The necessary and sufficient conditions of the linear balance systems over § has a
nontrivial solution, as stated in the following theorem.

Theorem 3.8.

Givend € M, (S). The linear balance systems A & xVep,; has a nontrivial solution in § if and

only if det (4) Ve.

Proof:

=) 8 sed = Amm - Awm = xl) and € = 81) F he linear bals S .

(=) Supposed = Apmy ,X = (X ,and £ = (82 . From the linear balance systems

A @ xVe,yq , we have

A @ %1 B Agyn) @ x,Vey (6)
and
Amnn ® x1 D ann ® x2Ve )]
From (6) we have Agy ) ® 11V O Ag ) & xa.
According to Theorem 3.6., we have
det (A(n,n)) R x, VO adj (A(n.n)) ® A(n,n] ® x; (8)
From (7) we have
A @6,V O ay, @ x; &)
According to Lemma 3 4, from (8) and (9) we have
A[n,n) XS adj (A(rm)) ® A(n,n] R x,V S apn @ x; @ det (A(nm))

The result is (1]
det (A(n,n)) ® ayn 6 A[n,n) ® adj (A(n.n)) ® Amn) ® x,Ve (10)
Now, according to Lemma 3.5., from (10) we have

A A
(nn) (nn]
det & x,Ve 11

(A ) Onn ) 2 an

Let x is a nontrivial solution, it means that x is not balance with £, and &cause of x = (Xz)

without loss of generality, we can be assume that x, is not balance with £. As a result of (11) we
have det (4)Ve .

(&)Suppose A @ x Ve has only the trivial solution, which is xVe. As a result, the reduced echelon
form of a matrix A does not have a row that balance with g, so rank(A4) = n. This means that the
matrix A is invertible, so det(A4) is not in balance with €. The result shows that there is a
contradiction with the previous result. Thus, the linear balance systems A & xVs has a nontrivial
solution.

The eigenvalues of a matrix in the symmetrized max-plus algebra are defined as follows.
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Definition 3.9.

LetA € M, (S). A € Sis called eigenvalues of 4 if there is v € M,,,1(S). v is not in balance with
€nxq such that A @ vVA @ v. The vector v is called the eigenvectors of A corresponding to A.
Furthermore, the characteristics form of a matrix in the symmetrized max-plus algebra is given in

Definition3.10.

Definition 3.10. [2]

Let A € M,,(S). The characteristic form of A is defined as det (A © A ® E,,) Ve .

According to Theorem 3.8. and Definition 3.10, the following necessary and sufficient conditions

developed eigenvalues of a matrix in the symmetrized max-plus algebra.

Theorem 3.11.

Letd € M, (S). Scalar A €S 1is an eigenvalue of 4 if and only if Asatisfies the characteristic form
det (A8 A1Q® E, )Ve.

Proof:

(=)Sincel € § is an eigenvalue of A, from Definition 3.9., for 4 @ vV1 ® v, we have that A ®
VWARE, @ v, or AQ® E, @ vVA @ v. Consequently, (AQ E, @ v A @ v )Ve, so we have
(A ® E, © 4) @ vVe. Consequently, according to Theorem 3.8., we have det (A © A @ E,, )Ve .

(&) SinceA satisfies the characteristic form det (4 & A ® E, )Ve, so according to Theorem 3.8.,
there exists the linear balance systems(A © 1 @ E,, ) ® vVe, 4 that have a nontrivial solution in
S. Consequently A @ vVA @ v, so according to Definition 3.9., A € § is an eigenvalue for A.

For an invertible matrix, we can show that £ is not an eigenvalue, and conversely, as discussed on

Lemma 3.12.

Lemma 3.12.

A matrix A € M, (S) is invertible if and only if € is not an eigenvalue for A.

Proof:

(=) Consider A is an invertible matrix. Assume that € is an eigenvalue for A, then A @ vVe @ v.
Consequently, A @ vVe. According to Theorem 3.8., det (4) Vg, so, we have A is not an invertible
matrix, and show that this leads to a contradiction. Thus & is not an eigenvalue for 4.

(&) Proof by contrapositive. Since A is not an invertible matrix, consequently det (A) Ve.
Furthermore, according to Theorem 3.8., because det (4) Ve so the linear balance systems A @
v Vepyy has a nontrivial solution, or, equivalently A @ v Ve @ v. Thus & is an eigenvalue for 4.
This completes the proof.
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